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COM 968-32 : Statistics for Social Research I (Fall 2024, Subterm A)
Assignment #3: Instructor Assignment - Practical Statistics
Answer the following questions in an essay format, with 1-2 fully developed paragraphs for each question. Include citations/references from your Developmental Reading log.
1)    Describe the purpose of the following descriptive statistics in social science research:
Sample Size (n):
Mean, Median, and Mode
Standard Deviation
Minimum and Maximum
Variance
2)     Why are these descriptive statistics only relevant for dependent (continuous) variables at the ordinal, interval, or ratio levels of measurement? Why would they not apply to independent (categorical) variables at the nominal level of measurement? You will examine the histograms and box and whisker plots in Core 4.
[bookmark: _Hlk179246358]3)    a) Navigate to OGS’s Practical Statistics for Social Research (PSSR) tool. Click on “Example Datasets” and load the “Independent t-Test: Ethical Decision-Making” dataset.   Scroll to “Step Two: Run Descriptives and Assumptions” and click “Descriptives”.  Copy and paste the output contents into your assignment document.
b)  What do the descriptive statistics tell you about the variables in the dataset? What do they tell you about each sample?   c)   Repeat Steps 5-8 for the “Dependent t-Tests: Achievement Scores” dataset.  Include a title page, well-developed introduction and conclusion paragraphs, a references page, and in-text APA-formatted citations to support your responses. 
Introduction
	Given the increasing use of statistical methodologies, data analysis (Abadia, 2024; Drew, 2023) tools and software in modern private and governmental organizations (Reichard, 2024, Taladay, 2024) the statistical landscapes are increasing by the day. This study unfolds the efficacy of the fundamentals of statistics designed to quip students to communicate through the language of statistics to conduct qualitative and quantitative social research.  In the process, students learn to use descriptive and inferential statistics and how to analyze populations through sampling and statistical analysis. The seminar methodologies put forth by Reichard and some authors include instructions on the use of the PSPPTM statistical software package, Microsoft WordTM, and Microsoft ExcelTM. This will be useful in qualitative and descriptive statistics (Fithian, 2023; Frost, 2024) which are also required in Research Design and Methodology and Dissertation Foundations.	Comment by Sean Taladay: Place at the end of the sentence.	Comment by Sean Taladay: Good introduction

1)   Describe the purpose of the following descriptive statistics in social science research: Sample Size (n):
Mean, Median, and Mode 
In complex study research, descriptive statistics help us summarize and interpret data, making sense of the numbers we collect in our studies. The concepts mean, median, and mode give us insight into the ‘central tendency’ of our data, showing us where most of our values lie.  	Comment by Sean Taladay: Be sure to use citations throughout your document where appropriate.
The Mean is the data’s average data value which serves as the major purpose.. It’s calculated by adding up all the numbers in your dataset and then dividing by the count of those numbers. For example, if there is a study conducted on school admission in each quarter of the year as:  The average number of admissions will be 20+30+40+10. The Mean is 100 ÷ 4 = 25 students.	Comment by Sean Taladay: 2 periods?	Comment by Sean Taladay: A word to stay away from	Comment by Sean Taladay: Good understanding displayed
The Median purpose is to determine the dataset's middle value when arranged in ascending and descending order. It’s particularly useful (Ali and Sudhesh, 2019) because it’s not affected by extremely high or low values outliers, which can skew the mean. Using the same dataset but adding an extreme value: 7, 8, 6, 9, 7, 2 (imagine one biker had a terrible ride we first sort it: 4, 5, 7, 7, 8, 9. Since we have an even number of observations, the median is the average of the two middle numbers:  Median=x_(n+1/2) = 7 hours.

The Mode is the most Frequent Value and perhaps the simplest of all (Bhandari, 2020) ,the value appears most frequently in the dataset. Looking at our original dataset (7, 8, 6, 9, 7, 2), the number 7 appears twice, more than any other number. That makes 7 the mode. It’s especially useful for categorical data to know the most common category. For instance, if you were looking at favorite leisure activities among teenagers and ‘video games’ was the most frequent response, video games’ would be the mode.

The Standard Deviation is the average amount of variability in the dataset. It shows the average value's distance from the mean. A high standard deviation means that values are generally far from the mean, while a low standard deviation indicates that values are clustered close to the standard deviation (Bhandari, 2020) which reflects the distribution's dispersion. The curve with the lowest standard deviation has a high peak and a small spread, while the curve with the highest standard deviation is flatter and more widespread.	Comment by Sean Taladay: True- cite

Types of Standard Deviations 
1) The Population Standard Deviation Formula :
	Formula
	Details       Table 1.1

	[image: \sigma =\sqrt{\dfrac{\sum{(X - \mu)^2}}{N}}]
	· [image: \sigma]= population standard deviation
· [image: \sum]= sum of…
· [image: X]= each value
· [image: \mu]= population mean.
· [image: N]= number of values in the population


2)  Sample Standard Deviation
When data is collected from a sample, the sample standard deviation is used to make estimates or inferences about the population standard deviation.
The Sample Standard Deviation is:
	Formula
	Explanation       Table 1.2

	[image: s =\sqrt{\dfrac{\sum{(X - \bar{x})^2}}{n - 1}}]
	·  [image: s]= sample standard deviation
· [image: \sum]= sum of…
· [image: X]= each value
· [image: \bar{x}] = sample mean
· [image: n]= number of values in the sample

	3) [image: A diagram of a normal distribution

Description automatically generated]Standard Deviation in a Normal Distribution                                                 Table 1.3	Comment by Sean Taladay: These are good visuals




Point of Note:	Comment by Sean Taladay: Please start writing in APA 7 format (heading etc.)
· Tables 1.1, 1.2, and 1.3 are culled from Scribbr (Bhandari, 2024).
· And the tables show three formula variations: 1) Standard deviation of population, 2) Sample,  3) And Standard deviation in Normal distribution
The Maximum and Minimum provide good examples of the type of descriptive statistic that is easy to marginalize. Despite being extremely easy to determine, these two numbers appear in the calculation of other descriptive statistics. As we have seen, the definitions of both of these statistics are very intuitive.  
The formula for the minimum is Min = x1 = min(xi)ni = 1. 	Comment by Sean Taladay: What does this mean to you?
The formula for maximum is: Max=xn=max(xi)ni=1.

The association of minimum and maximum data with the range and the sum of the total.
The range of a data set is the difference between the minimum and maximum. To find the range, calculate xn minus x1. R=xn−x1	Comment by Sean Taladay: Writing all of this out in words would be helpful to determine your understanding.	Comment by Sean Taladay: ok
The sum is the total of all data values added together, x1 + x2 + x3 + ... + xn. The formula for sum is: Sum=∑i=1nxi.

Variance is a measure of variability in statistics. Its purpose is to assess the average squared difference between data values and the mean. Unlike some other statistical measures of variability, it incorporates all data points in its calculations by contrasting each value to the mean. When there is no variability in a sample, all values are the same (Chakraborty, 2024), and the variance equals zero. As the data values spread out further, variability increases.	Comment by Sean Taladay: Word to avoid	Comment by Sean Taladay: true
For example, these two distributions have the same mean. However, the dataset on the right has greater variability and, hence, a higher variance.                                                     Table 1.4[image: Graph that shows two distributions with more and less variability.]
· Table 1.4 above is culled from Scribrr, 2024.

3a)   Navigate to OGS’s Practical Statistics for Social Research (PSSR) tool.  
Click on “Example Datasets” and load the “Independent t-Test: Ethical Decision-Making” dataset.  Scroll to “Step Two: Run Descriptives and Assumptions” and click “Descriptives”. Copy and paste the output contents into your assignment document. 
Assumptions Tests
Assumptions tests were conducted on the samples Religious Participants and Non-Religious Participants to test for normality and equal variances.
Religious and Non-Religious Participants
Step One: Input Data and Choose Options
Assuming Columns 1 and 2 represent Table 4.1 and 4.2
Sample Labels
	1
	2

	Religious Participants
	Non-Religious Participants

	4.00
5.72
9.00
11.22
10.64
6.16
11.70
15.49
3.57
10.22
12.64
5.89
9.93
15.28
6.58
8.56
	9.54
3.50
5.18
3.86
15.78
1.18
6.30
1.15
2.16
4.60
6.78
1.28
1.37
2.11
2.76
7.39
8.05
2.25
1.11
0.91


	                            Row 9  of n = 16
	
	                        Row 1  of n = 20

	                            (Independent Variables)
	
	                        (Dependent Variables)

	

	
	


Skewness and Kurtosis                                                                                            Table 3
	Measure
	Value

	Skewness
	0.1708

	Excess Kurtosis
	-3.9003


This sample had negative excess kurtosis. The distribution had lighter tails than a normal distribution. This indicates fewer extreme values (outliers) than expected in a normal distribution. Distributions with negative excess kurtosis are known as platykurtic.
The distribution was skewed to the right; the right tail (larger values) was longer or fatter than the left tail (smaller values). This indicates that the bulk of the data were concentrated on the left side of the distribution. Most observations tended to be below the mean, with a few large values pulling the mean to the right of the median.
The sample visually appeareed to be close to a normal distribution.
Normality Tests 
The Kolmogorov-Smirnov statistics were applied to compare the distribution with a theoretical distribution function, assumed to be normal. The maximum absolute difference is the KS statistics. This statistic can be used to assess the normality of the data.
[bookmark: #results]Table 4:  Portrays Summary of the Assumptions Tests
Assumption Tests  in statistics evaluate whether data characteristics meet the conditions required for specific statistical tests. 
Skewness measures data asymmetry around the mean; values far from zero suggest significant skews. 
Excess kurtosis assesses tail heaviness relative to normal distribution, indicating more or fewer outliers. 
The Kolmogorov-Smirnov statistic tests if a sample matches a specified distribution, with larger values suggesting greater divergence. 
The Shapiro-Wilk statistic tests normality, where significant results imply a non-normal distribution. 
Levene’s Test and the F-Test for Equal Variances check for homogeneity across groups, which is essential for analyses assuming equal variances. Together, these tests inform the suitability of data for further parametric statistical procedures.
	Table 4    continues:

Statistic
	

Value

	KS Statistic
	0.1974


A value closer to 0 suggested that the data may follow a normal distribution.
A simplified version of the Shapiro-Wilke statistic was applied to calculate a correlation coefficient between the data's standardized values and the expected quantiles of a normal distribution.
Table 5
	Statistic
	Value

	SW Statistic
	0.9842


A value closer to 1 suggests that the data may follow a normal distribution.
Non-Religious Participants
Skewness and Kurtosis 
Table 6
	Measure
	Value

	Skewness
	1.5084

	Excess Kurtosis
	-0.8446


This sample had negative excess kurtosis. The distribution had lighter tails than a normal distribution. This indicates fewer extreme values (outliers) than expected in a normal distribution. Distributions with negative excess kurtosis are known as platykurtic.
The distribution was skewed to the right; the right tail (larger values) was longer or fatter than the left tail (smaller values). This indicates that the bulk of the data were concentrated on the left side of the distribution. Most observations tended to be below the mean, with a few large values pulling the mean to the right of the median.
The sample did not visually appear to be normally distributed.
Normality Tests 
The Kolmogorov-Smirnov statistics were applied to compare the distribution with a theoretical distribution function, assumed to be normal. The maximum absolute difference is the KS statistics. This statistic can be used to assess the normality of the data.
Table 7
	Statistic
	Value

	KS Statistic
	0.2148


A value closer to 0 suggested that the data may follow a normal distribution.
A simplified version of the Shapiro-Wilke statistic was applied to calculate a correlation coefficient between the data's standardized values and the expected quantiles of a normal distribution.
Table 8
	Statistic
	Value

	SW Statistic
	0.9087


A value closer to 1 suggests that the data may follow a normal distribution.
Tests for Equal Variances
Table 9
	Normality Statistic
	Result

	Levene's F-Statistic
	0.773252

	Levene's p-Value
	0.385386

	F-Test p-Value
	0.449884

	F-Test F-Statistic
	0.930416


Levene's Test for equal variances was not statistically significant at the (p < 0.050) alpha level.
The F-Test for equal variances was not statistically significant at the (p < 0.050) alpha level.
Attribution
Statistical procedures were conducted using PSSR (Practical Statistics for Social Research), statistical analysis software developed by Joshua D. Reichard for Omega Graduate School based on the jStat library.
3b)  i) What do the descriptive statistics tell you about the variables in the dataset? ii) What do they tell you about each sample?   c)   Repeat Steps 5-8 for the “Dependent t-Tests: Achievement Scores” dataset.   
3b i) What do the descriptive statistics tell you about the variables in the dataset?
Descriptive statistics show the specific methods basically used to calculate, describe, and summarize collected research data in a logical, meaningful, and efficient way. Descriptive statistics are reported numerically in the manuscript text and/or in its tables, or graphically in its figures. Although descriptive statistics is a simple method of summarizing data, it is fundamental and meaningful in statistical analysis and that can be used as a building block on which further analysis can be based.
3b. ii)  Descriptive statistics provide a summary of the key characteristics of a variable within a dataset, including its central tendency (like mean, median, mode), variability (like range, standard deviation), and distribution shape, essentially giving you a basic understanding of how the data is clustered and spread across its possible values within that variable.  
3b. iii)  What do descriptive statistics tell you about each sample? : They provide simple summaries about the sample and the measures. Together with simple graphics analysis, they form the basis of virtually every quantitative analysis of data.
3b. iv)  Repeat Steps 5-8 for the “Dependent t-Tests: Achievement Scores” dataset.  
Descriptive Statistics                                       Table 3.5
Hours of Weekly Religious Involvement Descriptives
	Measure
	Value

	n
	19.00

	Mean (x̄)
	1.7579

	Median
	1.7000

	Mode
	2.5000

	Standard Deviation
	1.2057

	Max
	3.8000

	Min
	0.1000

	Variance
	1.4537


Sample 1 Histogram               Table 3.6
0 to 0:
1 to 1:
2 to 2:
3 to 3:
Sample 1 Box and Whisker Plot
Min: 0.10, Q1: 0.60, Median: 1.70, Q3: 1.7, Max: 3.80
Life Satisfaction Index (LSI) Descriptives              
Table 3.6
	Measure
	Value

	n
	19.00

	Mean (x̄)
	8.9342

	Median
	9.4600

	Mode
	10.7400

	Standard Deviation
	4.0925

	Max
	15.4400

	Min
	1.3300

	Variance
	16.7489


Sample 2 Histogram	Comment by Sean Taladay: Where is the screenshot of the histogram?	Comment by Sean Taladay: Providing a screenshot would be helful
1 to 4:
5 to 8:
9 to 12:
13 to 16:
Sample 2 Box and Whisker Plot
Min: 1.33, Q1: 5.15, Median: 9.46, Q3: 9.46, Max: 15.44
Attribution
Statistical procedures were conducted using PSSR (Practical Statistics for Social Research), statistical analysis software developed by Joshua D. Reichard for Omega Graduate School based on the jStat library.

Conclusion
	The elements of descriptive statistics offer broad learning experiences in measures of dispersions, (Tao, et al., 2022;  Bhardwaj and Sharma, 2013) central tendency, mean, median and mode, minimum, maximum and variance. The types of standard deviation (Abe, 2018), in population, sample and normal distributions further explain the slight differences in their applications. The Statistical procedures were conducted using PSSR (Practical Statistics for Social Research), statistical analysis software developed by Joshua D. Reichard for Omega Graduate School based on the jStat library. The PSSR analytical application is faster, concise and most times very specific in determining the measures of normal distributions, the box and whisker plot, and the use of data samples in histograms. Others include normality tests, Key disparities in qualitative and descriptive statistics (Mohanasundar, et al., 2023), the Levene’s Test and the F-Test for Equal Variances (Reichard, 2024) in some partly precise analytics. 	Comment by Sean Taladay: This is not the proper location for this type of in-text citation.
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