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[bookmark: _Toc110706969]CHAPTER 1: INTRODUCTION
The workforce in the United States has been shrinking for decades.  The aftermath of the COVID-19 pandemic has accelerated the lack of availability for employees to fill all the public and private sector positions available.  If this workforce shortage persists, the number of available workers will no longer support the current levels of Gross Domestic Product growth for the US economy (Hetrick, 2021).  To accelerate both the productivity of existing employees and replace employees with automated functions, Artificial Intelligence (AI) enabled systems have become more commonplace.  Since the appearance of these AI-enabled systems, there have been several reports indicating bias in processes where the systems are applied.  Of note, the Human Resources (HR) resume pre-screening process has replaced human reviewers with Applicant Tracking Systems (ATS) which typically apply AI-enabled pattern matching algorithms to determine whether a candidate is qualified for a given position.  Further, empirical evidence suggests according to Holderman, that a resume written by AI to be a 100% match for a clinical scientist job description was ranked by the ATS as only meeting 43% of the qualifications, ranking too low to justify an interview within most companies (Holderman, 2014).
The AI-enabled ATS may be exacerbating the workforce shortage problem.   This study is a quantifiable comparative analysis of candidates pre-screened with AI-enabled resume screening tools vs. human-enabled pre-screening methods to determine who moves on to the interview stage.  The study particularly focuses on Science, Technology, Engineering and Mathematics (STEM) diverse employment candidates who are in very short supply based on the positions available.  The results of this study are intended to aid recruiters, managers and leaders engaged in attracting and retaining diverse candidates in STEM fields. 

[bookmark: _Toc110706970]Background of the Problem
[bookmark: _Toc110706971]AI Impact on Workforce Shortfall
A current study was done by jointly by Accenture and the Harvard Business School which showed that there are 27 million workers outside of the workforce because applicant tracking systems, which use artificial intelligence, have eliminated their resumes from consideration.  (Fuller, 2021, p.3).   Additionally, of the more than 2400 companies interviewed worldwide for the Hidden Worker study, the majority understand that their ATSs  are eliminating qualified workers from consideration.  “They exclude from consideration viable candidates whose resumes do not match the [Applicant tracking system] criteria but who could perform at a high level with training.  A large majority (88%) of employers agree, telling us that qualified high-skills candidates are vetted out of the process because they do not match the exact criteria established by the job description.  That number rose to 94% in the case of middle-skills workers.” (Fuller et al., 2021,p.3).
Bias in resume screening, in part, has created a huge number of people who are qualified and available to work, but have been rejected.  We can no longer afford to maintain this bias if we are to continue to provide economic growth as a country and for its citizens [assertion, include reference]. 
The un- or under-employment of people due to the criteria used for AI-enabled pre-screening of resumes is a world-wide problem. “In February 2020, just before Covid-19 triggered global lockdowns, employers struggled to fill positions as the economy approached “full employment”.  The number of unemployed persons per job posting in the United States stood at 0.8, with 7 million positions open in the U.S., while 5.8 million people remained unemployed, and an equal number were underemployed.  In the United Kingdom, there were 721,000 job vacancies during the December 2019-February 2020 period, during which there were 1.4 million unemployed people. Similarly, there were 712,000 job vacancies in Germany in February 2020, while 2.3 million people were unemployed (Fuller et al., 2021,p.7).  Given these developed countries have significant numbers of people who will be economically insecure, the countries themselves will suffer with economic growth and stability.  We can see through history when large segments of the population are denied opportunity it causes instability in the foundational fabric of the societies [delete or expand upon with references].
Ensuring that all people qualified for positions are fairly evaluated and considered to fill those positions is foundational to societal economic stability and prosperity. Changing our approach to matching qualified candidates  with open positions is critical, whether its AI driven or manual candidate screening.  This research evaluates the rate of interview selection as it varies by resume pre-screening type.  

[bookmark: _Toc110706972]AI Ethics Principles
The use of AI-enabled systems in many areas has demonstrated bias results which unfairly cause harm to minorities.  Several noteworthy examples are in Facial Recognition which has a high error rate when facial matching women of color compared to facial matching for white men Raji et al., 2020).  Additionally, the COMPAS prison sentencing system over-predicts repeat offenses for African American men compared to white men (Flores, 2016).  This consistency in racial and gender-based bias for AI-enabled systems has given rise to the development of many, many published AI Ethical guidelines or principles.  These are principles to follow to ensure the resulting algorithms do not disadvantage one group over another.
As the ethical implications of AI used in resume pre-screening are considered, it is important to examine the AI Ethics principles that were established by the public and private sector as they grapple with trying to ensure their AI-enabled systems meet a high ethical standard.  An analysis was done of 21 Ethical guidelines and principles documents released over the period of 2016-2020. A heat map was created for prevalence of the dominant principles.  (Hagendorff, 2019)
[image: ]
Figure 1: Heatmap of AI Ethics Guidelines (Hagendorff, 2019)
The top 5 most prevalent principles.  Each of the principles are written with very broad “Ethical” language which leaves interpretation very open and implementation very fuzzy.  The terms for some of the principles have similar meanings so they are clustered together.  The 5 most prevalent principles or categories of principles are: 
1) Privacy 
2) Fairness, Non-discrimination, Justice
3) Transparency and Openness 
4) Accountability 
5) Safety and Cyber Security (Hagendorff, 2019)

In the area of privacy, depending on the values of the company the expressions are slightly different.  As an example, Microsoft focuses on systems being secure and respecting the privacy of people (Microsoft, 2018).  IBMs expressed values around privacy has to do with protecting the rights of the user’s data and preserving the users access and use of their data (IBM, 2018).  This is increasingly more important as the UK has made protecting users’ data a legal requirement under GDPR, General Data Protection Rights. (Houser et al., 2018)  The state of California enacted a similar law protecting user data called CCPA, or California Consumer Privacy Act (Barrett, 2019).  It’s expected as this wave of focus on AI and Ethics grows there will be greater policy-based emphasis on protecting users’ data.  As you build algorithms with user data make sure you understand the privacy protection requirements.  For healthcare there are HIPPA and PII protection regulations.  It’s important to engage domain experts to help you evaluate your ethical responsibility.
Similarly, in fairness, non-discrimination and justice depending on the company or organization there are different expressions of ethical values.  In the DoD their ethical principles state “DoD should take deliberate steps to avoid unintended bias in the development and deployment of combat or non-combat AI systems, that would inadvertently cause harm to persons.”  (Board, 2019).  The implications there are the development community understand in the design that the training data in supervised learning or algorithms assigning attributes for correlation in unsupervised learning are not unintentionally biased against one population or another.  When that is applied in the private sector the expressions for fairness are AI should treat all people fairly or AI must minimize bias and promote inclusive representation.  Again, it’s important to have a broad view of the application of the AI so that as the system is being designed you have a good understanding of the population affected by the decisions.  Again, this may extend beyond the software developers knowledge base so it’s important to engage domain expert, product managers and other stakeholders in the decisions about data used and expected results from the AI-enabled system early in the design process.
Of all the AI Ethics principles Transparency and Openness has had the most enduring discussions.  It encompasses making sure the AI is explain-able, meaning can you explain why every outcome occurs and that those outcomes align with your original design intent.    The range of considerations here for transparency and openness range from having an open discussion during the design process with experts in all areas to being able to explain decisions that are made years after the systems are deployed. The beauty of AI is it learns, the challenge of AI is understanding overtime if the learning aligns with the ethical values you set out to accomplish.  The DOD defines this principle as “ the AI engineering discipline should be sufficiently advanced such that technical experts possess an appropriate understanding of the technology, development processes, and operational methods of its AI system, including transparent and auditable methodologies, data sources and design procedures and documentation.”  (Board, 2019).  It requires understanding the development lifecycle end to end and documenting your understanding sufficient to stand up under an audit.  Microsoft simply states “Transparent-AI systems should be understandable.” (Microsoft, 2018).  IBM states “AI should be designed for humans to easily perceive, detect and understand its decision process.” (IBM, 2018).   So the ethical values around transparency and openness all point to understanding the end-to-end system design such that you can explain the decisions being made and in the case of DOD you can explain it to an auditor.
The ethical value of accountability is really a culmination of compliance for all the other principles.   Microsoft states AI systems should have algorithmic accountability. (Microsoft, 2018).  IBM states “All designers and developers are responsible for considering AI design development, decision processes and outcomes.”  (IBM, 2018).  And DOD has the notion of responsible AI which states “Human beings should exercise appropriate levels of judgement and remain responsible for the development, deployment, use, and outcomes of DOD AI systems. (Board, 2019).  The auditability pointed out by DOD earlier is a mechanism to make sure there is accountability.  “Microsoft points to the algorithm accountability, IBM and the DOD the end to end from development to use to outcomes of AI systems.  Regardless of the ethical principal definition it points to being accountable or responsible for having a full understanding of the AI-Enabled systems performance.  
Finally, the 5th and most prevalent AI Ethical principle is that of the AI being Secure and having Cyber Security built in from the beginning.  The DoD definition is “DoD AI systems should have an explicit, well-defined domain of use, and the safety, security, and robustness of such systems should be tested and assured across their entire life cycle within that domain of use.” (Board, 2019).  As we discussed Microsoft combines the security discussion with privacy.  
The principles are all written very generally, but with an intent to ensure ethical standards are considered when going through the end-to-end lifecycle development process.
As we consider the unintended consequences of the AI-enabled systems where there is racial and gender disparity in outcomes, it does not appear these ethical principles are being followed by the designers.
[bookmark: _Toc267010692][bookmark: _Toc110706973]Problem Statement
The problem statement for the research being conducted measures the differences between AI-enabled resume pre-screening as compared to traditional methods of manual pre-screening to determine whether there is unintended bias.  The problem statement simply stated is: It is unknown whether AI-driven resume pre-screening influences the number of STEM diverse candidates’ interview selection rates.

[bookmark: _Toc110706974]Setting of this Research
While the workforce shortage and potential for inadvertently eliminating qualified candidates is a problem in developed countries world-wide, the setting for this research will be in the United States.  The open STEM positions will be based on openings in the United States and the experimental design will consider new STEM graduates from Federally funded Title IV, US-based colleges and universities.  The table below shows open technical positions in the United States according to Indeed, on 8/1/22.


	[bookmark: _Toc259446897]
	
	United States
	Maryland
	California
	Texas
	Washington

	Software Engineer
	220,762
	7173
	34462
	18,600
	14075

	Software Developer
	220,721
	7173
	34464
	18600
	14072

	Software Architect
	46,488
	1362
	5561
	4161
	1065

	Data Scientist
	
	24,842
	715
	4654
	1622
	1946

	Hardware Engineer
	89,954
	4564
	20,091
	6546
	4,351

	Cyber Security
	
	45,862
	2595
	4360
	4078
	1141

	IT
	
	324,217
	12,296
	38195
	26796
	10,591

	RF
	
	38,802
	1354
	6405
	3023
	906

	Cloud
	
	240,239
	6,910
	29977
	21558
	11,486

	Recruiter
	
	
	608
	3788
	2895
	887

	
	
	
	
	
	
	

	Total Tech Openings
	
	1,031,125
	36,969
	143,707
	86,384
	45,558




Table 1: Indeed Open Technical Positions as of 08/2022


STEM fields include biological and biomedical sciences, computer and 
information sciences, engineering and engineering technologies, mathematics and statistics, and physical sciences and science technologies. (US Dept of Education, National Center for Education Statistics, 2022).
According to the  US Department of Education, National Center for Education Statistics.  There were 1.8M Bachelor’s degrees conferred in 2016 from Federally funded Title IV post-secondary schools, of which 18% or 324,000 were in STEM disciplines.  Of the total STEM degrees awarded, 12% were to Black students, 33% to Asian students, 15% to Hispanic students, 15% to Pacific Islander, 14% to American Indian/Alaska Native , and 20% ti 2 or more races.  The data is shown in figure 2 below.
[image: ]
Figure 2: US Department of Education NCES STEM Degrees by Race
https://nces.ed.gov/programs/raceindicators/indicator_reg.asp
Further analysis of the US Department of Education, National Center for Education Statistics report reveals the distribution of  STEM degrees by gender.  Interestingly, the total degrees awarded were 42% male and 58% female but when looking at STEM related degrees only it shifts to 64% male and 36% female.  As you examine race and ethnicity the report shows for whites 66% male and 34% female, for Blacks 55% male and 45% female, for Hispanics 63% male and 37% female, for Asian 60% male and 40% female, for Pacific Islanders 64% male and 36% female, for American Indian/Alaska Native  62% male and 38% female, and for 2 or more races 60% male and 40% female.  A graphical representation is shown in Figure 3.
[image: ]
	Figure 3: US Department of Education NCES STEM Degrees by Gender
https://nces.ed.gov/programs/raceindicators/indicator_reg.asp

Research from Statistica.com further expands to STEM degree awards to include all degree categories to include Masters, Doctorate, Associate and below Associate degrees.  The good news is overall the number of STEM degrees awarded appears to be increasing overall over time.  The bad news is just a subset of available positions posted are 32% higher than the number of graduates available to fill the growing need for STEM talent.  A graphical representation is shown in Figure 4.

[image: ]
Statistica.com, 2022
	Figure 4: STEM Degree Trend from 2008-2020

Since the number of degrees awarded are far short of the openings, it becomes even more imperative that each person evaluated for hire needs to be evaluated fairly.
Reporting from the PEW Research Center further decomposes the STEM degrees into discipline and reveals the race and ethnic distribution by STEM degree type.  This more recent data shows that there are 3% fewer Blacks, 7% fewer Hispanics and 20% fewer Asians working in STEM jobs then there were graduates in STEM related fields inn 2016.  This comparison coupled with the fact that the number of graduates has been increasing since 2016 indicates that the population available is greater than those employed.  There may be various reasons driving the lower number of workers in STEM jobs then the percentage of graduates, but it is certainly an indication of under-employment.
[image: Diagram
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Figure 5: STEM Job Type by Race/Ethnicity (PEW Research Center, 2021)
https://www.pewresearch.org/fact-tank/2021/04/14/6-facts-about-americas-stem-workforce-and-those-training-for-it/
Figure 5 further indicates that relative to the average per ethnicity working in STEM number of Blacks and Hispanics working in Math are average at 9 and 8%, respectively.  The number of Asians working in Math is slightly above Asians working in STEM at 13%.  In computer science, however, the number of Blacks is below average, while Hispanics still are at average levels and Asians are 7% above their average at 20%.  The field of AI is dominated by Mathematicians and Computer Scientist.  As the study more narrowly focuses on populations which could influence AI as domain experts, the study will examine jobs available in software development, software engineering, software architecture and IT related fields.  
The PEW Research Center also examines the number of women in the STEM related fields trended over time.  Interestingly, it appears that the number of women working in Computer Science has reduced from 32% down to 25% between 1990 and 2019.  The field of Computer Science has exploded in the number of jobs over this period.  In the Mathematics related fields it appears women have increased slightly, by 4% over the same period.  It seems women have been gravitating to the Life and Physical Sciences disciplines within STEM.  The movement of women’s working in Life and Physical Sciences has been from 34 to 48% and 22 to 40%, respectively, over the same period as shown in Figure 6.
[image: Histogram
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Figure 5: Trend in women’s representation in STEM by discipline (PEW Research Center, 2021)
https://www.pewresearch.org/fact-tank/2021/04/14/6-facts-about-americas-stem-workforce-and-those-training-for-it/
Given the shortfall in overall candidates working to fill jobs in Software and IT related STEM fields, and given the percentages of graduates are greater than the percentage of those working in the field, this study will examine comparatively two methods of screening candidates for employment to determine if we can learn lessons that would lead to increasing the population of non-minorities working in STEM.
[bookmark: _Toc110706975]Thesis Statement
This study will evaluate the factors of STEM diverse candidate resumes pre-screening methods on interview selection rates.
[bookmark: _Toc110706976]Research Hypothesis
There is a difference in interview selection rates between AI driven resume pre-screening and alternate methods for diverse candidates in STEM fields.
[bookmark: _Toc110706977]Scope of the Research
The research will be focused on STEM workforce minority and women candidates applying for available openings in the computer and IT disciplines.  It will further study the difference in qualification assessment between AI-enabled pre-screening and manual human resource prescreening.  The population sample will be from the US.  
[bookmark: _Toc110706978]Research Assumptions
The research assumptions are yet unknown
[bookmark: _Toc110706979]Significance of the Research
As of August 2022, there are over one million unfilled positions in the computer and IT related STEM fields.  Additionally, research shows that diverse perspectives on innovation teams lead to better outcomes.  Specifically, there is bias in AI which under-represents minorities in facial recognition, prison sentencing and resume screening.  This  research will quantify the differences between resume pre-screening methods to guide in the optimization the available minority resources in the under resourced job market for Computer Scientists and IT workers.  The findings from the study may help private and public businesses meet their technology sector hiring needs, and adhere to AI ethics principles established to ensure equity across all populations regardless of race, ethnicity or gender.  

[bookmark: _Toc110706980]
CHAPTER 2: REVIEW OF LITERATURE
This study  seeks to understand the relationship between manual and Artificial Intelligence driven resume pre-screening recommendations on diverse candidate interview selection rates for candidates in STEM fields.  With the increased use of AI enabled systems to improve profitability in business operations companies must also ensure equity in diverse candidate resume pre-screening to meet diversity hiring objectives, and ensure adherence to AI Ethics guidelines designed to create sustainable equity in the operation of AI-enabled systems.  
The literature review explores factors contributing to greater equity in hiring across diverse populations, particularly in STEM fields because there is a shortage of workers in this sector (Nithithanatchinnapat et. al, 2019).  The shortage is documented in developed countries around the globe (Horbach et al., 2020; Nithithanatchinnapat et. al, 2019.  The literature also documents through the survey of over 2400 companies around the world where Artificial Intelligence driven Applicant Tracking Systems (ATS) are used to pre-screen resumes.  Also highlighted is 88% of those companies surveyed believe the ATSs are screening out qualified candidates (Fuller et al., 2021).  A historical review of shortages in the technology sector revels that a short-term fix to the technology sector labor shortage is higher salaries, but increasing supply is the longer-term solution (Arrow et al., 1959).  Current documented trends indicate the US is increasing salaries of technology workers but there is inadequate attention to increasing the supply of technology workers (Fuller et al., 2021).   Literature reviews show there are over one million technology sector jobs in the computer and engineering sectors available in the US (Indeed, 2022).  The literature also shows the entire new STEM population of graduates entering the workforce is about a third of the openings for positions.  (Dept of Ed, NCES, 2018).  The PEW Research Center further reveals that the minority population for Blacks and Hispanics is under-represented in these STEM fields.  Further the literature reveals that the number of women are not only under-represented but also reducing in number over the past 20 years. (PEW, 2021)
 The literature reveals many studies showing that human resume screening creates bias in pre-screening of resumes (Bo, 2020; Derous, 2018).  A technological evolution was made attempting to remove human bias by using mathematical algorithms to make less biased decisions(Cowgill, 2020; Bui, 2020; Christian, 2021).  The literature also shows that historically mathematical modelling of God’s natural law by Isaac Newton and other that mathematicians has stood the test of time (Feingold, 2019; Grant, 2000; Maglo, 2007).  The literature shows that modern day machine learning instruction teaches the philosophy used to create projections is based on human beliefs and not nature law and therefore there is inherent uncertainty in the results (Christian, 2021; Kearns 2020).  There is literature arguing for and against the use of ATS systems presented which discuss the benefits and the risks (Cowgill, 2020; Christian 2021; Kearns, 2020; Ruehle, 2020).  
Several frameworks discussing artificial intelligence dimensions of uncertainty were examined (Rotenberg, 2020) .  They ultimately were expressed as AI Ethics principles.  The literature shows private sector and public sector organizations issued a flurry of AI Ethics principles to prevent the emerging evidence that AI-enabled systems create unpredictable and potentially damaging results.  The 5 most prevalent AI Ethics principles published were to improve: Privacy , Fairness, Non-discrimination, Justice, Transparency and Openness, Accountability and Safety and Cyber Security (Hagendorff, 2019).
The literature examines a number of  instruments for the study which have been validated through earlier resume pre-screening studies using traditional pre-screening methods.  The SPIDER-framework (Sample, Phenomenon of Interest, Design, Evaluation, Research type) for research retrieval and evaluation (Cooke, Smith, and Booth 2012) was chosen to frame the design and analysis for this  research study.  Blind sample data collection on over 200 resumes will be sent to companies with ATS systems to determine the call-back percentages for majority vs. minority candidates with obvious indicators like name, school attendance (i.e. HBCUs, Minority Serving Institutions, etc.).   The percentages will be compared with traditional resume screening call-backs.   There may also be variations in resumes to see if improvements in call-backs can be achieved.  There will be further analysis of the findings using the SPIDR-framework.  The literature also discusses factors causing resumes to be excluded from consideration.  Recommendations will be made based on both the findings and literature that guides HR and technical professionals in improving the requirements on software suppliers of ATS systems.  The literature presented will also discuss the implications of keeping the supply of technology sector candidates artificially low on the GDP growth in the US to emphasize the sense of urgency in addressing this ongoing problem.  

[bookmark: _Toc110706981]
CHAPTER 3: RESEARCH DESIGN AND METHODOLOGY
This chapter will discuss the research design and methodology.  The framework for the design will follow the SPIDR-framework (Sample, Phenomenon of Interest, Design, Evaluation, Research type) for research retrieval and evaluation (Cooke et al., 2012). The framework adheres to the following standards: (i) the ‘Sample’ criterium is limited to gender, ethnic and racial minorities; (ii) the ‘Phenomenon of Interest’ criterium is restricted to taste-based and statistical discrimination; (iii) the ‘Design’ and ‘Research type’ criteria were limited to primary, quantitatively oriented empirical studies; and (iv) the ‘Evaluation’ criterium was restricted to labour market outcomes (e.g. interview selection, hiring, promotion, firing) (Lippens, 2022, p.7).  Taste-based discrimination is that seen in the manual resume pre-screening process where an individual HR representative makes a go/no go judgement in offering an interview.  Statistical discrimination will be attributed to AI-enabled decisions that makes go/no go judgement on offering an interview.  The labor market outcome measured will be based on the interview selection rate.
[bookmark: _Toc110706982]Problem Statement
The problem statement for the research is: It is unknown whether AI  driven resume pre-screening influences the number of STEM diverse candidates’ interview selection rates.

[bookmark: _Toc110706983]Thesis Statement
The Thesis statement for the research is: This study will evaluate the factors of  STEM diverse candidate resumes pre-screening methods on interview selection rates
[bookmark: _Toc110706984]Null Hypotheses
[bookmark: _Toc110706985]Hypothesis 1
There is no difference in interview selection rates between manual and AI driven candidate resume pre-screening methods for diverse candidates in STEM fields.



[bookmark: _Toc110706986]Operational Definitions

	Definition
	Source

	AI is a branch of computer science dealing with the simulation of intelligent behavior in computers, (2) the capability of a machine to imitate intelligent human behavior.
	Artificial Intelligence. 2022, In Merriam-Webster.com. Retrieved August 3, 2022 from https://merriam-webster.com 

	
AI is a computer system that can learn from experience by discerning patterns in data fed to it and thereby make decisions.
	Smith, B., Brown, C. (2020). TOOLS AND WEAPONS: the promise and the peril of the digital age. Amazon. https://www.amazon.com/Tools-Weapons-Promise-Peril-Digital/dp/1984877712.


	
	

	
	

	
	

	
	

	
	



[bookmark: _Toc110706987]Assumptions About Methodology
There has not been such penetration of applicant tracking systems in HR organizations that it will be difficult to find traditional manual pre-screening of resumes.
It is assumed that is a company is a customer of a large ATS that all resumes are screened using the ATS.
It is assumed that if a company does not have an advertised ATS that the method of resume screening is without an ATS.
The rate of interview selection acts as a proxy for not limiting the candidate pool excessively before they get into the interview process.

[bookmark: _Toc110706988]Limitations of the Study
There may be insufficient balance in ATS users and non-ATS users to have a balanced sample for the two groups being measured.  Group 1 is HR organizations that use ATS’s.  Group 2 is HR organizations that do not use ATS’s.
Sending resumes to companies without absolute assurance of the type of screening they use will have to be mitigated.  
[bookmark: _Toc110706989]Ethical Compliance
[bookmark: _Toc110706990]Procedures for Gathering Data
Blind study by sending resumes to companies who advertise openings for STEM positions but do not know they are being tested.
Population
Of the 1.8 million STEM new graduates in 2016, 324,000 were diverse.  The distribution among ethnicities is shown in the table 2 below.
[bookmark: _Toc110706991]The Sample
1 % of the total US Population of new graduates
[image: ]
Table 2: Sample population derived from Dept of Ed NCES and PEW RC Statistics

[bookmark: _Toc110706992]Instrument(s)
The instrument used was derived from Busetta’s experiment decomposing discrimination in hiring by separating statistical and taste-based discrimination. (Busetta et al., 2020).   In Busettas’ study it was applied first and second generation immigrants and similar demographics were used.  This experiment will use resume preparation with varied names, experience, schools, professional associations, however the qualifications for the position will be aligned with the job posting on Indeed.  The nature of the experiment will be blind to the HR representative reviewing the resume or the AI-enabled system evaluating the resume.  The call-back will be captured via phone message or email message.
[bookmark: _Toc110706993]Data Collection
Two-hundred and twenty-one resumes will be prepared according to the population sample distribution in the table above.    The depended variable or call-backs for interviews will be collected using emails and phone numbers on the resumes.  

[bookmark: _Toc110706994]Time Schedule
New Grad hiring is at the peak between September and December prior to the year of graduation.  Therefore, the data collection will be over those three months.  An additional month, January, will be allowed to compensate for the holiday break.
[bookmark: _Toc110706995]Procedures for Analyzing Data

[bookmark: _Toc110706996]Organization of the Data
The data will be organized by independent and dependent variables.  The independent variables are divided into two groups.  The first group is resumes pre-screened manually.  The second group is resumes pre-screened with AI-enabled ATS’s.  The depended variable is the interview selection or call-back rate for each group.
The data will be labeled in excel for each candidate.  The persons  demographics, school attended, years of professional experience, extracurricular or volunteer positions, etc. will be labeled for each applicant.    The labeled data will be imported to WINKS for later analysis.

[bookmark: _Toc110706997]Analysis of the Data
The data will be analyzed using the independent t-test using ordinal or binary data. The sample size or N=221 which represents approximately 1% of the entire population of new  STEM graduates.  The number of submissions will be aligned with the percentage of race, ethnicity and gender in the STEM field.  The distribution between companies using manual and AI-enabled screening methods will be approximately 50% manual and 50% automated.  The data analysis will be done using WINKS.
[bookmark: Chapter_4]
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Asian 5559.84 8339.76 56 83
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